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Abstract:  A  novel  technique  was  suggested  to  measure  the  brightness  of  the  coated  parts.  The
algorithm of Mask RCNN was used to detect the relevant region on the whole image. The pixels of black
lines, which are associated with the brightness of the coating and reflected from the foreground, were
counted  using  image  processing  technique.  These  pixels  were  used  as  the  output  in  the  machine
learning training to classify the coated parts. The output was binarized to classify the coated plates as
“Pass” and “Fail”. It was found that the RF model was the best model. The scores of its accuracy, F1,
precision, and recall were established to be 0.97, 0.97, 1, and 0.94, respectively. The overlap scores of
Mask RCNN were  found  to  be  in  the  range  of  0.92-0.97,  which  proved  that  Mask  RCNN algorithm
detected the concerned region with high precision and accuracy.
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INTRODUCTION

Engineering  components  are widely  fabricated  to
meet the expectations in the industrial applications
in  the  world.  While  these  components  are
produced,  some  technical  requirements  such  as
corrosion,  safety,  and  service  lifetime  should  be
considered (1). The surface treatment methods are
one  of  the  most  important  techniques  used  to
enhance  the  performance  and  properties  of  the
materials  (2).  Coating,  chemical  treatment,
painting  and  anodic  oxidation  are  some  of  the
techniques  used widely  in  the world (3).  Coating
techniques  can  be  classified  as  two  groups;  dry
technique and wet technique. As an example to dry
technique,  thermal  spraying,  and  sputtering
methods  can  be  given  (4,5).  As  for  the  wet
technique,  electroplating  and sol-gel  method can
be presented (6,7). The electroplating method has
many advantages such as running in atmospheric
conditions,  and  not  requiring  high  pressure  and
temperature  (8).  The  electroplating  parameters
such  as  additives,  pH,  temperature  and  current

density,  influence  the  coating  properties  and
performance.  Especially,  organic  additives  added
to the electroplating bath enhance the appearance,
throwing power, and covering power of the coating
(9).  Electroplating  is  applied  for  two  purposes,
decorative  and  industrial  application.  While  in
decorative purpose, the brightness, of the coating
(its  appearance)  is  significant,  in  industrial
purpose, hardness, corrosion, and wear resistance
are crucial. In order to acquire bright coating, some
special  organic  additives  are  added  to  the  zinc,
copper, nickel, and chromium electroplating bath.
These organic additives decrease the crystal  size
and provide the brightness to the coating (10). Zinc
electroplating  is  commonly  implemented  for
corrosion protection (11).

Zinc electroplating processes are generally applied
with three different techniques.  These techniques
are  called  acidic,  alkaline,  and  cyanide  zinc
electroplating  processes.  Zinc  coating  acquired
from  the  acidic  zinc  electroplating  bath  is  very
significant  because  it  provides  very  bright  and
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flexible coating (12). To measure the brightness of
the coating,  a glossmeter instrument is generally
used.  To  acquire  the  brightness  of  the  entire
coated  surface  using  glossmeter,  many
measurements should be taken. It is however very
easy  to  distinguish  between  a  bright  and  matte
surface by human eye. We think that the artificial
intelligence  methods  are  promising  methods  to
measure  the  brightness  of  the  coating  using
camera-based  system.  Katırcı  et  al.  used  the
artificial  intelligence  method  to  classify  the
chromium  coating  in  accordance  with  the
appearance of  the coating  (8).  Also,  Wang et  al.
implemented  the  artificial  intelligent  method  to
identify  the  particle  size  and  shape  of  granular
materials (13).

Many  artificial  methods  are  used  in  engineering
applications  (14-17).  These  methods  can  be
divided into two categories, machine learning and
deep  learning.  In  recent  years,  deep  learning
techniques  have  been  developing  at  a  dizzying
speed.  Convolutional  neural  network  (CNN)
methods such as VGG (18), ResNet (19), Inception
(20)  and  Xception  (21)  are  the  most  popular
methods. Mask RCNN is a technique used for object
segmentation. It uses the backbone of ResNet 101.
This method detects  objects  and generates high-
quality segmentation mask for each instance (22).

In the industry, many objects  next to the coated
part may have an interference effect to detect the
concerned object.  Therefore,  Mask RCNN method
can be used to extract the irrelevant data from the
sample  (8).  The  image  processing  technique  is
used to extract the features from the image data.

Various  image  processing  techniques  such  as
thresholding and binarization can be used for this
purpose (23).

In our study, to simulate the electroplating bath in
the  industrial  conditions,  Hull-cell  method
developed by R.O.Hull in 1939 was used (24). Hull-
cell  panels  were  coated  in  the  acidic  zinc
electroplating  baths  prepared  using  the  different
composition.  Mask  RCNN  and  image  processing
techniques  were  used  together  to  extract  the
relevant data from the images taken from the Hull-
cell  panels.  Machine  learning  and  deep  learning
technique,  including  gaussian  process  (GP),
random forest (RF), support vector classifier (SVR),
XGBoost (XGB), multilayer perceptron (MLP) were
used  to  classify  the  appearance  (brightness)  of
coated  part  in  accordance  with  the  zinc
electroplating  bath.  Image processing  techniques
were used to determine the degree of brightness of
the  coating  by  counting  the  pixels  on  the  black
lines.

MATERIALS AND METHODS

The acidic zinc electroplating was carried out using
a  Thurlby  30V1A-model  DC  model  direct-current
generator. The organic additives were added to the
acidic  zinc  electroplating  bath  at  the  values  in
Table  1.  The  74  experiments  were  designed  in
different concentrations of the additives. The basic
zinc  electroplating  bath  consists  of  80  g/L  ZnCl2
and 200 g/L NH4Cl compounds in water. The overall
experimental design was presented in Table S1 (in
supplementary material).

Table 1. The additive ranges used in the acidic zinc electroplating bath.

LEVELS

Abbreviations Chemical names 1 2 3 4 5 6 7

PA (mL/L) Propargyl alcohol 5 10 20        

NP10 (mL/L) Nonylphenol ethoxylate 0.25 1 2 2.75 5.25 10 10.25

BA (g/L) Benzal acetone 0.2 0.5 1 5

NA (g/L) Nicotinic acid 0.2 0.5 1

SB (g/L) Sodium benzoate 1 2 4

EHS (mL/L) Ethylhexyl sulfate 10 15 25 30 40

OCB (mL/L) 2-Chlorobenzaldehyde 2 3 5

TAMOL (g/L)

Naphthalene  sulfonate
formaldehyde
condensate,  sodium
salt 1 5 10        

The  Hull-cell  equipment  where  the  panels  were  coated  using  the  bath  compositions  in  Table  S1  is
presented in Figure 1.
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Figure 1: Hull-cell set-up used in the zinc electroplating.

Mask RCNN algorithm, which uses the backbone of
ResNet 101, was used to extract the relevant data
from the images.  It  composes  of  three steps;  1)
extracting the feature map from the input images,
2) sending it to the Region Proposal Network (RPN)
for  creating  region  recommendations  from  the
feature maps, 3) transferring the proposed regions

to the fully connected layer for target localization,
and  obtaining  the  expected  outputs.  The
architecture of Mask RCNN is presented in Figure 2.
Mask  RCNN algorithm was  downloaded  from the
github  repository:
https://github.com/matterport/Mask_RCNN and the
codes  were  adapted  to  our  study.  All  networks
were trained in 50 epochs.

Figure 2: The architecture of Mask RCNN.

Machine  learning  algorithms  and  deep  learning
technique were performed to classify the quality of
the plates depending on their surface brightness.
The surface brightness was acquired counting the
pixels  between  0  and  75  on  the  black  lines  in
grayscale  image  (0-255).  The  image  processing
technique was used to count the pixels. The pixel
count was performed on the extracted data from
the image. The number of pixels on the black lines
reflected from the foreground were defined as the
output for zinc electroplating bath. To classify the
quality of the plates according to their brightness,
the threshold was specified. The plates above this
threshold were coded as 1 (Pass). Those below this
threshold  were coded as 0 (Fail).  OpenCV library
was  used  to  count  the  black  pixels.  All  codings
were carried out using python language. Gaussian
process  (GP),  random forest  (RF),  support  vector
classifier  (SVC),  XGBoost  (XGB)  and  multilayer
perceptron (MLP) algorithms were used to train the
bath  composition  against  the  brightness  of  the
coating. The hyperparameters of the models were
optimized  using  gridsearch  method.  The  outputs
are  presented  under  the  folder  of

“HyperparameterOpt”  in  the  supplementary
material.

Gaussian Process (GP)
GP is a supervised learning that can be used for
regression  and  classification  based  on  the
Gaussian  probability  distribution.  Gaussian
probability  distribution  functions  show  the
distribution of random variables. GP calculates the
probability of the outcome of the input data. And it
works well with small datasets, high accuracy rate
is achieved (25).

Random Forest (RF)
RF is  a supervised learning method consisting of
decision trees designed by Breiman. The decision
trees were generated by selecting random samples
from the train dataset. When making a prediction
with  these  trees,  the  predictions  of  all  trees  are
used. The decision is taken by majority vote. The
prediction taking the most votes is selected. RF is
used for regression and classification. It has wide
usage  areas  such  as  ecology,  genetics,
bioinformatics and medicine (26).
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Support Vector Classifier (SVC)
SVM  is  a  supervised  learning  method  used  for
classification,  regression,  and  outlier  detection.
SVM  tries  to  find  the  optimal  hyperplane  that
divides  the  data  into  two  parts.  This  hyperplane
keeps the distance between the two parts at the
maximum level. It maximizes the distance between
the  nearest  points  in  different  segments.  If  the
data is not linear and is not divided into two parts,
it can be used in nonlinear data by increasing the
plane size with the help of kernel functions (27).

XGBoost (XGB)
XGBoost  is  an  optimized  supervised  machine
learning algorithm based on the Gradient Boosting
algorithm.  It  became  popular  with  the  article
written by Tianqi Chen and Carlos Guestrin and its
usage  has  increased.  Since  it  is  based  on  the
Gradient  Boosting  algorithm,  it  creates  weak
learning models and combines them into advanced
models.  With  the  help  of  the  aim  function,  it
prevents  overfitting  and  increases  performance.
XGBoost is an ensemble learning based algorithm
like  RF,  but  newer  than  RF.  XGBoost  creates
models  quickly  because  it  is  suitable  for
parallelization.  It  is  used  for  classification  and
regression and , it is widely used (28).

Multilayer perception (MLP) 
MLP is a neural network model with input, output
and at least one hidden neuron layer. All of these
layers  are fully  interconnected.  It  was  developed
by Rumelhart,  Hinton, and Williams (4).  MLP is a
supervised learning algorithm. Input data  coming
to the input layer is processed and transmitted to
the middle layer. The output of each layer becomes
the input of the next layer. This process continues
until the output layer. When the data is processed,
it is multiplied by the weights in the connections.
As  a  result  of  the  operation,  the  error  rate  is
calculated. The weights are optimized. The weights
are recalculated to minimize the error rate (29).

RESULTS AND DISCUSSION

Objects  close  to  the  coated  parts  impair  the
accuracy  of  the  model,  so  firstly  the  data
concerned the coated parts  should be extracted.
Mask  RCNN algorithm was  trained  to  detect  the
concerned region on the image. The validation of
the model was tracked computing its loss scores.
The loss scores in Table 2 proves that the model
was trained with high accuracy. 

Table 2: The loss scores of train and validation dataset.

  Train Validation

Loss 0.4250 0.4123

rpn_class_loss 0.0034 0.0038

rpn_bbox_loss 0.0509 0.0243

mrcnn_class_loss 0.0057 0.0061

mrcnn_bbox_loss 0.0405 0.0620

mrcnn_mask_loss 0.3245 0.3161

Figure  3a  and  b  indicate  the  ground  truth  and
predicted  mask  respectively.  The  intersection  of
over union (IoU) metric was used to determine the
accuracy  of  the  masked  region  on  the  coated
plates. The IoU results are presented in Table 3. As
seen in Table,  the IoU scores vary between 0.92

and 0.97. These results prove that the reliability of
the results is very high and Mask RCNN algorithm
detects  the  region  we  concern  on  the  plates
accurately.  Thereafter,  the  masked  region  was
extracted from the image for the next step.  The
extracted data are presented in Figure 4.

Figure 3: The ground truth (a) and predicted (b) panels as examples.
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Table 3: The intersection over union (IoU) of validation dataset.

Validation
Sample

Intersection Over
Union (IoU)

1 0.94

2 0.97

3 0.92

4 0.93

5 0.97

6 0.94

7 0.97

8 0.93

9 0.97

10 0.97

Figure 4: The acidic zinc coated plate samples extracted from the redundant data using Mask RCNN
algorithm.

As seen in Figure 4,  the algorithm has extracted
the relevant region from the plate images with high
accuracy.  This  proves  that  the unnecessary  data
can be removed from the industrially coated part
images. 

Figure  5  indicates  the  zinc  coated  panels.  The
black lines on the plates (Figure 5a) are not real,
but a reflection. The number of pixels belonging to
the black lines is related to the brightness of the
surface.  Actually,  it  is  not  possible to  distinguish

bright and smooth matte surfaces from the images.
Therefore,  to  measure  the  brightness  of  the
surface from the image, the apparatus in Figure 6
was set up and taken the pictures of the coated
plates. The clearer the black lines, the brighter the
coated surface. The regions where the black lines
are  interrupted  indicate  that  the  surface  of  the
plate is matte (Figure 5b). The black lines on the
plates, which indicates the brightness degree, are
affected  by  the  bath  composition  (coating
conditions).

Figure 5: Two sample panels coated with acidic zinc.
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Figure 6: The apparatus of taking a picture.

The code and pictures used to count the black lines
are  presented  in  Figure 7.  The  interrupted  black
lines in Figure 7a depict the matte regions on the
plate.  When Figure  7a and b  are compared,  the
matte  and  bright  regions  on  the  plates  are
compatible with one another. These results confirm

that the technique used in this study is an effective
tool to define the brightness degree of the plates.
The appearance of the plates was also checked by
naked eye. It was found that the order of outputs
was compatible with the ones checked by naked
eye.

Figure 7: The code and pictures used to count the black lines.

The acidic zinc electroplating bath composition was
trained  in  accordance  with  the  brightness  (the
number of black line pixels). Four machine learning
algorithms and one neural  network were used to
train the models. Threshold value was specified to
binarize  the  outputs.  The  threshold  value  was
chosen as 3500 pixels. The plates having the pixel
number  above  this  threshold  was  defined  as  1
(Pass). The other panels were coded as 0 (Fail).

Accuracy,  F1,  precision,  and  recall  scores  were
used to assess the validity of the models. Accuracy
shows the ratio of  accurately predicted values to
the  total  dataset.  This  parameter  alone  is  not

sufficient  to  judge  the  whole  model.  Hence,  F1
score,  precision,  and  recall  metrics  were
considered.  Particularly,  F1  score  is  a  very
significant metric to select the best model because
it  indicates  the  harmonic  mean  of  recall  and
precision values. These metrics are computed via
the confusion matrix. The confusion metrics of the
models  are  demonstrated  in  Table  6.  Accuracy,
recall,  precision  and  F1  scores  were  calculated
using Eq. 1-4. The abbreviations of TP, TN, FP and
FN are explained in Table 4.

Accuracy = (TP + TN) / (TP + FP + TN + FN) 
(Eq. 1)
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F1 score = 2*Precision*Recall / (Precision + Recall)
 (Eq. 2)

Precision = TP / (T0P + FP)  (Eq. 3)
Recall = TP / (TP + FN) (Eq. 4)

Recall refers  that  what  proportion  of  actual
positives  (TP)  is  estimated  accurately.  Precision
depicts what proportion of estimated positives are
actually  1.  F1  score is  the  weighted  average  of
recall and precision scores.

Table 4: The map of confusion matrix.

Confusion Matrix Y-predicted

    0 1

Y-true
0 True Negative (TN) False Positive (FP)

1 False Negative (FN) True Positive (TP)

Table 5 displays the metric results of the models
used. It was found that RF model is the best model
to predict the quality of coated plates because its
F1 score  is  higher  than the others.  The samples
coded 0 are totally predicted accurately. Only two
samples coded 1 are predicted wrong. The second-
best  model  is  MLP  (F1  score  0.85).  This  model

correctly  predicted  64  out  of  74  samples,  but  9
samples  were  estimated  wrong  (Table  6).  The
other models have low accuracies. The success of
models (F1 score was considered) was acquired in
order of RF > MLP > SVC > GP > XGBoost (Table
5).

Table 5: The metrics of the ML and MLP algorithms for brightness.

ML Methods Accuracy F1 score Precision Recall

MLP 0.88 0.88 0.84 0.91

SVC 0.84 0.83 0.81 0.86

GP 0.68 0.65 0.67 0.63

XGBoost 0.59 0.69 0.54 0.94

RF 0.97 0.97 1 0.94

Table 6. The confusion matrix results of brightness.

MLP Y-predicted   SVC Y-predicted

    0 1     0 1

Y-true
0 33 6

Y-true
0 32 7

1 3 32 1 5 30

GP Y-predicted   XGBoost Y-predicted

    0 1     0 1

Y-true
0 28 11

Y-true
0 11 28

1 13 22 1 2 33

RF Y-predicted  

    0 1

Y-true
0 39 0

1 2 33
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Figure 8: Heatmap of the feature weight matrix.

The  heatmap was  used  to  show the  relationship
between  features  (inputs)  and  brightness.
Heatmap  is  a  powerful  tool  to  understand  the
relationship  among  the  parameters  at  a  glance
with  colors.  As  seen  in  Figure  8,  the  chemical
increasing the brightness the most is nicotinic acid.
A  direct  association  between  nicotinic  acid  and
brightness  is  0.47.  Benzalacetone  indicated  the
decreasing effect on the brightness (-0.35). Tamol
and NP 10 chemicals  also showed the brightness
enhancing  effect.  The  chemicals  enhancing  the
brightness were acquired in order of nicotinic acid

> NP10 > tamol > agitating > sodium benzoate.
The other chemical showed the negative effect on
the brightness.

Figure  9  indicates  the  importance  of  process
parameters  and  organic  chemicals  in  the
electroplating.  Random  Forest  algorithm  was
utilized  to  find  the  importance  of  the  features
(input  parameters).  Nicotinic  acid  has  the  most
impact on the brightness of the coating. This result
is  compatible  with  the  results  acquired  from the
heatmap.
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Figure 9: The importance of the chemicals in the electroplating bath.

As a result, this study proved that it is possible to
measure the brightness of the coated parts using
image  processing  technique.  Even  though  this
technique is an effective and strong technique, it
has some problems to overcome. The blackness on
the plates may sometimes be caused by a coating
defect.  As seen in Figure 9b, the coated plate is
although almost completely matte, the red region
on the plate (Figure 9a) is  detected as bright by
algorithm.  In  our  study,  since  the error  resulting

from  coating  defects  was  seldom,  the  order  of
brightness and quality of plates did not change. It
is  possible  to  overcome  this  problem  using
different  colors  for  the  reflection  lines  on  the
plates.  These  colors  may  be  fully  blue,  red  or
green.  In  this  state,  a  colored  image  should  be
used  to  count  the  colored  pixels.  In  our  further
studies, it is planned to use blue colored lines or
circles to measure the brightness of the coating.

Figure 10: The image related to the brightness (left) and extracted panel. 

CONCLUSION

In  this  study,  Mask RCNN algorithm was used to
extract the concerned data from the image. Image
processing technique was used to count the pixels
of the shape reflected from the foreground image.
The number of pixels was taken as a measure of
brightness. ML algorithms were used to classify the
coated parts in accordance with their  brightness.
Four ML algorithms and one neural network were
utilized to train the dataset. It was found that the

RF model was the best model to predict the quality
of the coating. Its accuracy, F1, precision and recall
scores  were  found  to  be  0.97,  0.97,  1,  0.94
respectively. 
The chemicals affecting the brightness in the zinc
electroplating  bath  was  investigated  using
heatmap  method.  The  heatmap  indicated  that
nicotinic  acid  has  the  most  positive  impact
increasing the brightness of the coating. 

This study revealed three important results;
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 Mask RCNN can be used to remove the 
redundant data from the image.
 Image processing technique can be used to
measure the brightness of the coating.
 ML algorithms can be used to predict the 
quality of the coating performed in the zinc 
electroplatings bath in accordance with their 
brightness.

In  a  nutshell,  to  measure  the  brightness  of  the
coated parts, a technical set up should be used. In
this set up, a suitable reflecting foreground should
be  chosen.  This  foreground should  contain  some
colored  shapes  which  will  be  reflected  on  the
coated parts. The pixels of this shape correspond
to  the  brightness  of  the  coated  parts.  In  the
industry,  a similar set-up can be used to classify
the  coated  parts  as  “Fail”  and  “Pass”  on  the
production line. The object near the coated parts
weakens  the  prediction  power  of  the  model.
Therefore,  the  redundant  object  should  be
extracted  using  Mask  RCNN  algorithm.  Image
processing technique can be implemented to the
extracted data to count the pixels reflected from
the  foreground.  Foreground  color  and  shape  is
crucial to count the pixels. If the color and shape of
the  foreground  are  similar  to  the  defect  results
from  the  coating  error,  the  results  may  be
inaccurate.  To  avoid  this  problem  the  different
color and shape should be used for the reflection.
In our further studies, blue or red colored lines or
circles will  be utilized to prevent the interference
resulting from the coating defect.
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