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Abstract 

Sentiment Analysis (SA) is an essential task of Natural Language Processing and is 

used in various fields such as marketing, brand reputation control, and social media 

monitoring. The various scores generated by users in product reviews are essential 

feedback sources for businesses to discover their products' positive or negative 

aspects. However, it takes work for businesses facing a large user population to 

accurately assess the consistency of the scores. Recently, automated methodologies 

based on Deep Learning (DL), which utilize static and especially pre-trained 

contextual language models, have shown successful performances in SA tasks. To 

address the issues mentioned above, this paper proposes Multi-layer Convolutional 

Neural Network-based SA approaches using Static Language Models (SLMs) such 

as Word2Vec and GloVe and Contextual Language Models (CLMs) such as ELMo 

and BERT that can evaluate product reviews with ratings. Focusing on improving 

model inputs by using sentence representations that can store richer features, this 

study applied SLMs and CLMs to the inputs of DL models and evaluated their impact 

on SA performance. To test the performance of the proposed approaches, 

experimental studies were conducted on the Amazon dataset, which is publicly 

available and considered a benchmark dataset by most researchers. According to the 

results of the experimental studies, the highest classification performance was 

obtained by applying the BERT CLM with 82% test and 84% training accuracy 

scores. The proposed approaches can be applied to various domains' SA tasks and 

provide insightful decision-making information. 
 

 

1. Introduction 

 

Sentiment Analysis (SA) identifies and extracts a 

text's underlying sentiment or opinion. As a result of 

the increase in textual data available on the internet, 

SA has become helpful in various applications, like 

market analysis, brand reputation management, social 

media monitoring, and news articles [1]. Deep 

Learning-based approaches have shown promising 

results in SA tasks [2], mainly using Static and 

Contextual Language Models. Static Language 

Models (SLMs), such as Word2Vec and GloVe, 

represent each word in a fixed-dimensional vector 
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space based on its co-occurrence statistics. Contextual 

Language Models (CLMs), such as Embeddings from 

Language Models (ELMo) and Bidirectional Encoder 

Representations from Transformers (BERT), generate 

word representations that capture the context and 

meaning of the entire sentence [3].  

SA studies, whose use has increased in recent 

years, are widely used in many areas, such as using 

SA in political analysis [4], [5], and social media 

monitoring [6]. In addition, studies to detect 

sentiment in social media are also presented in the 

literature [7], [8]. At the same time, in the marketing 

field, some studies detect sentiment in the reviews of 
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customers or their feedback [9]. The role of SA also 

played a lot during the Corona pandemic period, as 

many researchers analyzed the feelings and emotions 

of people towards this disease during this period [10], 

[11]. 

Deep Learning has a significant role in 

Natural Language Processing (NLP) projects in 

multiple areas, such as entity recognition [12], [13], 

question answering [14], [15], and SA [16]. It has 

been observed that sentiment in the text can be 

detected using the Convolutional Neural Network 

(CNN) model [17], [18]. A Long Short-Term 

Memory (LSTM) [19], [20], on the other hand, is a 

neural network developed as a solution to the 

disappearing gradient problem that complicates the 

training of this data. In addition, there is research 

based on the Transformer Model to achieve this task. 

For example, emotions are classified using BERT as 

a Transformer-based Deep Learning model. It was 

found that it is possible to obtain a high classification 

accuracy of 88% [21], [22]. In addition, machine 

learning has a significant role in applying this task; 

for example, Support Vector Machine can be used to 

perform SA [23], [24]. In addition, some of the 

experiments resorted to linguistic analysis features, 

which showed beneficial results in the fields of text 

classification and context understanding [25]. 

As for the representation of words, research 

in this field has been numerous and varied to achieve 

this task. Some of them followed SLMs, and some of 

them followed CLMs; examples of SLMs are 

following FastText to represent words, which is the 

famous language model (word embedding) [26], and 

Word2Vec [27], but CLM refers to the process of 

representing words or phrases in a sentence based on 

their surrounding context, such as BERT [28], and 

Robustly Optimized BERT Pre-Training Approach 

(RoBERTa) [29], which uses Deep Learning 

techniques to generate CLMs by processing text in a 

way that takes into account the words that come 

before and after each word being analyzed. Multiple 

experiments that combined two methods of word 

embedding, such as combining GloVe and FastText, 

showed promising results from their combination 

[30].  

Several studies have been conducted in the 

literature on SA. One study utilized [26] FastText for 

feature extraction and CNN as the classifier model to 

analyze sentiment in the Movie Reviews dataset, 

achieving exceptional accuracy. In another study 

[27], SA was performed using hotel reviews in 

Indonesia. In the given study, Word2Vec was used for 

feature extraction, LSTM was used as a classifier 

model, and high accuracy scores were obtained. 

Another study [20] used Residual Long Short-Term 

Memory and obtained acceptable accuracy scores for 

SA. In addition to the above studies, the Amazon 

dataset used in this study contains a wide variety of 

data and covers a wide range of diversity. Thus, this 

dataset is valuable for researchers to evaluate model 

performance. The literature [31] presents a hybrid 

approach combining SVM and k-Means to perform 

SA tasks on the Amazon dataset. Another study [32] 

focuses on cell phone reviews on Amazon dataset to 

perform SA tasks with the BERT language model. A 

similar study [33] applied a CNN-based SA approach 

using Word2Vec in text representation for SA on cell 

phone reviews. Other work in the literature [34], 

which uses TF-IDF for feature extraction and LSTM 

as a classifier model, also produces effective 

performance results on the Amazon dataset. These 

studies contribute to SA research in different areas by 

developing or using various feature extraction 

techniques and classifier models. 

It is also worth noting that different studies 

have adopted different labeling approaches when 

working with the dataset in question. For example, in 

one study in the literature [32], comments with 1 and 

2 stars were classified as negative, while comments 

with three stars were considered neutral, and 

comments with 4 and 5 stars were considered 

positive. In contrast, another study [35] turned the 

classification task into a binary problem by treating (1 

and 2) stars as negative and (4 and 5) stars as positive, 

effectively excluding three-star reviews.  

This simplified binary classification achieved 

higher accuracy than the more complex task of 

classifying the sentiment into five different 

categories, which is the approach adopted in our 

study. Moreover, several studies have extensively 

studied the SA of customer reviews from different 

sources. In one notable study [36], researchers 

collected customer reviews on “We Chat” for three 

years. These comments were associated with ratings 

ranging from 1 to 5 stars, where ratings of 1 and 2 

were considered negative comments, 3 represented 

neutral feedback, and 4 and 5 indicated positive 

comments. 

This paper addresses the growing need for 

robust, state-of-the-art SA models that accurately 

classify sentiments across various domains. The 

exponential growth of online reviews and customer 

feedback emphasizes the importance of 

understanding emotions expressed in textual data. 

However, obtaining accurate sentiment classification 

remains a significant challenge in this context. To 

address this challenge, in this study, we propose a 

Deep Learning-based SA approach that uses SLMs 
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and CLMs to effectively classify sentiments in textual 

data. This study examines the effectiveness of a multi-

layer CNN architecture as a Deep Learning model for 

sentiment classification. The objective is to classify 

input data according to sentiments such as “very 

satisfied”, “satisfied”, “neutral”, “unsatisfied”, or 

“very unsatisfied”. To evaluate the performance of 

our approaches, we conduct assessments using 

Amazon data, a publicly available SA dataset that 

includes a customer review dataset. 

The main objectives of this paper are: 

• Introducing a novel approach to SA: The 

study proposes new approaches using Deep Learning-

based methodologies that utilize SLMs and CLMs. 

These approaches are evaluated on the Amazon 

dataset, which is publicly available for SA and is 

considered by most researchers as a benchmark 

dataset. 

• Comparing the performance of static and 

contextual language models: This study compares the 

performance of SLMs such as Word2Vec and GloVe 

with CLMs such as ELMo and BERT for SA 

purposes.  

• Development of a CNN for SA: The paper 

proposes CNN models that can use static or 

contextual representations of texts as input. The CNN 

models are trained to predict labels based on user-

generated ratings in review texts. 

• Obtaining high accuracy for SA: Among the 

proposed approaches, the BERT CLM-based 

approach achieves high classification results with 

82% test accuracy and 84% training accuracy. 

• Providing insights for decision-making: The 

proposed approach provides insightful decision-

making information for various areas where SA is 

required, such as marketing, brand reputation control, 

and social media monitoring. And for businesses 

facing high user populations, it allows them to use 

user reviews and satisfaction scores to discover the 

positives or shortcomings of their products. 

This paper is structured in 6 sections to 

present the research. Section 1 introduces the 

objectives of the study and lays the foundation for the 

following sections by providing a comprehensive 

literature review on neural network-based word 

representation models and SA analysis. Section 2 

summarizes the specific research objectives by 

highlighting the pool of problems addressed in the 

study. Section 3 details the methodologies for this 

work and describes the specific approaches and 

techniques applied and developed to perform the 

experiments. Section 4 presents information about the 

dataset used in the study, the performance metrics 

applied, and the hyperparameters identified during the 

CNN model training process. Furthermore, the results 

obtained from the experiments are presented in detail 

in Section 4. In Section 5, a comprehensive 

description of the findings of the experimental studies 

is presented along with analysis and discussion. In the 

same chapter, key insights and observations from the 

experimental results are also presented. Finally, in 

Section 6, discussions and conclusions are given. In 

this section, the main findings of the study are 

summarized, and the performance results are 

discussed. Furthermore, this section concludes the 

paper by summarizing potential work for future 

research and advancements in the field of SA and 

word representation. 

 

2. Research Objectives 

 

This research aims to achieve the following 

objectives: 

• Performing precise text pre-processing with 

NLP techniques without distorting the meaning and 

structure of the input texts  

• Performing labeling operations to prepare 

model labels based on the customer score, 

considering the semantics of the review texts 

• Generating vectors of review texts with 

contextual features using SLMs and pre-trained 

CLMs and ensuring that the inputs to the deep 

network model are transformed into the appropriate 

form 

• Developing a CNN model for sentiment 

classification, and optimizing the fine-tuning of 

hyperparameters to improve the performance of the 

models 

• Conducting experimental studies to measure 

the performance of the realized language models and 

evaluating the results of experimental studies. 

To achieve the research goals outlined in this 

chapter, we conducted experiments using state-of-

the-art contextual word representation models 

(CLMs) as input and CNN-based approaches. The 

experiments aim to compare static representation 

models with contextual models and test their 

performance evaluations. Through these experiments, 

we demonstrate the effectiveness of contextual word 

representation models over static models in category-

based multi-class in SA tasks. 

 

3. Methodology 

 
In this section, the main steps we follow to create our 

SA system are explained, including language models 

for the representation of textual reviews and the Deep 

Learning model used in customer review 
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classification. Section 3.1 presents the data pre-

processing, Section 3.2 gives the pre-trained models 

as language models used in this study, and Section 3.3 

provides an overview of the architecture of the 

applied learning model. 

 

3.1. Pre-processing 

 

Applying measures like text cleaning or 

preprocessing is crucial for enhancing the 

performance of our approaches, and it constitutes an 

essential step in any NLP project. Removing 

ineffective words or punctuation marks must be 

executed precisely, ensuring the preservation of 

sentence structure, integrity, or opinion while 

aligning with the intended scenario [37]. 

Punctuation, URLs (https:// or www.), 

numbers, and symbols (#tags, mentions, and emojis) 

were all removed from the reviews as they do not 

convey sentiment. Subsequently, the reviews 

underwent processes such as lowercasing, 

lemmatization, and tokenization. Tokenization was 

performed using the tokenizer from the NLTK 

package. Finally, stop words were dropped from the 

text using the NLTK package to obtain the refined list. 

 

3.2. Static and Contextual Language Models 

 

Word representations are numerical representations 

of words that capture their semantic and syntactic 

information. These embeddings are used as inputs to 

Deep Learning-based SA models. This paper uses two 

types of embeddings: static embeddings with 

Word2Vec and GloVe as SLMs and contextual 

embeddings with BERT and ELMo as CLMs. 

SLMs are pre-trained on a large corpus of text 

and represent each word in a fixed-dimensional vector 

space based on its co-occurrence statistics. These 

models detect the distributive properties of words and 

are useful for capturing semantics at the word level. 

There are several SLMs, such as Word2Vec and 

GloVe. Word2Vec is a neural-based model that learns 

embedding vectors by predicting the surrounding 

words in a context [38]. GloVe, on the other hand, is 

a count-based model that uses the co-occurrence 

matrix of words to generate embeddings [39]. We 

choose 100 as the vector dimension to represent each 

word in the case of SLMs. 

CLMs are generated by Deep Learning 

models that consider the context and meaning of the 

entire sentence. These models are beneficial for 

detecting the nuances of language, such as irony and 

negation. Two popular models for generating 

contextual embeddings are ELMo and BERT. ELMo 

uses a bi-directional LSTM to generate an embedding 

vector that captures the context of the sentence [40]. 

BERT uses a transformer-based architecture to 

generate embeddings that capture the sentence's 

syntax and semantics [41]. From BERT models, we 

chose the BERTlarge-uncased model (BERTM) for 

creating vectors. The vector dimension we have in the 

case of CLMs is 1024 to represent each review in our 

dataset. 

 

3.3. Multi-layer Convolutional Neural Network 

 

CNN, one of the Deep Neural Network models, is 

usually used in computer vision and image 

recognition tasks, but it has also been successfully 

applied in SA and other NLP tasks. The network 

architecture of a CNN comprises several layers, such 

as convolutional, pooling, and fully connected layers. 

The input data for a CNN is typically a two-

dimensional matrix. The convolutional layers apply a 

series of learnable filters to the input data to produce 

feature maps that indicate the existence of particular 

patterns and features in the data. The feature maps are 

then down-sampled by the pooling layers to make 

them smaller while preserving the most crucial data. 

The fully connected layers produce the network's 

ultimate output after they have processed the pooling 

layers' flattened output. 

A CNN can capture the local context and 

relationships between words in a sentence in the 

context of SA. Convolutional layers can be used to 

create feature maps that show the presence of 

particular word or phrase combinations in the input 

text by applying them to the pre-trained word 

embedding vectors of the input words. The fully 

connected layers can then process the pooling layers' 

flattened output to provide the input text's final 

sentiment prediction. At the same time, the pooling 

layers can down-sample the feature maps to collect 

the most crucial information. CNNs are potent tools 

for SA tasks because they are good at catching local 

and global correlations between words in the text.  

In this study, a multi-layer CNN model was 

created and trained for various epochs according to 

the language model and cross-validated using k-fold 

5. Since the task involves multiple classifications, the 

loss function was set to categorical cross-entropy. The 

CNN model architecture and hyper-parameters used 

in the study are presented in Table 2. These values 

were obtained by optimizing through experience to 

achieve acceptable accuracy while at the same time 

taking into account overfitting and underfitting. 

In order to take into account the multi-label 

classification included in this study, the SoftMax 
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function was chosen as the output function. The 

formulas applied to the ReLU and SoftMax functions 

are presented in equations (1) and (2). 

 

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥) (1) 

𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑧𝑖) =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝑛
𝑗=1

 (2) 

 

Where x is the input value, n is the number of 

classes, and zi is the value of the input vector to the 

SoftMax function. 

 

3.4. Architecture of the Proposed Approaches 

 

In constructing the architecture of the proposed 

approaches, the initial step involved aligning the input 

data to the model inputs, and ensuring data quality and 

consistency through data preprocessing techniques 

applied to the reviews. Semantic vectors were then 

constructed using SLMs and CLMs to extract rich 

semantic information from the processed data, 

allowing the underlying meaning and context of the 

reviews to be effectively captured. A CNN-based 

classification model was employed based on semantic 

vectors, chosen for its capability to leverage the 

hierarchical representation of features in semantic 

vectors.  

To mitigate the risks of overfitting and 

underfitting, a rigorous k-fold cross-validation 

methodology was utilized to optimize the model's 

performance, with k set to five, enabling iterative 

training and validation of the model using different 

subsets of the training data. By employing k-fold 

cross-validation, the model's generalization ability 

was enhanced, allowing it to perform well on unseen 

data. Throughout the iterative training and validation 

process, consideration was given to addressing 

overfitting and underfitting issues. Overfitting ensues 

when the model performs exceptionally well on the 

training data but fails to generalize to new, untouched 

data. In contrast to overfitting, underfitting ensues 

when the model's sophistication is insufficient to 

capture the underlying patterns in the data, resulting 

in poor performance.  

In addition to the above overfitting and 

underfitting checks, the K-fold cross-validation 

process analyzed the model's performance on both the 

training and validation sets and fine-tuned the 

hyperparameters to ensure the optimal configuration 

of the model. After the training phase, the 

performance of the trained model was evaluated on 

the test data, and fundamental and valid performance 

metrics measured the outputs. These metrics, such as 

accuracy, precision, recall, and F1-score, produced 

quantitative analyses of the model's effectiveness in 

capturing desired patterns and predicting the 

precision of reviews or other relevant aspects. Figure 

1 shows the architecture for implementing the 

proposed approaches and their detailed components.

 

 

Figure 1. The architecture with components for the execution of the proposed approaches 

4. Experimental Study 

 

This section summarizes the experimental studies, 

covering the dataset and training hyperparameters. 

The results are then presented using various 

performance metrics. Specifically, Section 4.1 

provides detailed information about the dataset 

employed, classifier hyperparameters, and 

performance metrics utilized in the experimental 

settings. Afterward, Section 4.2 offers a 

comprehensive analysis of the experimental results, 

including performance comparisons. 

 

4.1. Experimental Settings 
 

4.1.1. Dataset 

In this subsection, information about the data set 

used in the experimental studies is described in 
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detail. The experiments were conducted using 

Amazon datasets comprising mobile phone reviews 

totaling 30,000 customer reviews, each 

accompanied by a corresponding rating value. Prior 

to the initiation of the training process, the dataset 

was divided into Train and Test sets. Notably, cross-

validation was applied to parse the data, a technique 

utilized to ensure the robustness and reliability of 

our results. 

Table 1 presents descriptive statistical 

information about the dataset utilized in our study. 

For example, the table indicates that there are 

16,251 reviews labeled as “very satisfied,” as these 

reviews received a rating of 5. Our classification 

scheme categorizes 1-star reviews as “very 

unsatisfied,” 2-star reviews as “unsatisfied,” 3-star 

reviews as “neutral,” 4-star reviews as “satisfied,” 

and 5-star reviews as “very satisfied”. The table 

provides a comprehensive overview of the 

sentiment label distribution based on the 

corresponding customer ratings.

 

Table 1. Statistical descriptive information about the dataset used 

Total number of reviews 30000 

Shortest review 1 word 

Longest review 250 words 

Average word count 30 

Number of labels 5 

Distribution of each class 
very satisfied satisfied neutral unsatisfied very unsatisfied 

16251 4300 2290 1910 5249 

4.1.2. Evaluation Metrics 

 

Various metrics used to evaluate multiple 

classifications are presented in the literature, 

including micro, macro, and example-based average 

metrics. Micro metrics [42] have been widely 

adopted in the literature to assess multiple 

classifications on large-sized data, showcasing their 

effectiveness in handling multiple classes. 

Additionally, alternative metrics can be employed 

to evaluate different systems.  

In this study, a comprehensive set of metrics 

was employed to assess the performance of our 

Deep Learning model, encompassing Accuracy (3), 

Recall (4), Precision (5), and F1-score (6), Learning 

curves, and Receiver Operating Characteristic 

(ROC). These metrics allow for a holistic evaluation 

of the model's effectiveness in capturing relevant 

patterns and predicting sentiment sensitivity in the 

reviews. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗  
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (6) 

Whereas “TP” denotes the number of True 

Positives, “TN” denotes the number of True 

Negatives, “FP” denotes the number of False 

Positives, and “FN” denotes the number of False 

Negatives. 

 

4.1.3. Training Hyperparameters of Deep 

Learning Approaches 

 

The user-specified parameters employed to train the 

Deep Learning model are referred to as 

hyperparameters. Hyperparameters govern the 

model's behavior and significantly affect its 

performance. Configuring these values is crucial for 

achieving optimal results in the model training 

process [43].  

In our study, the hyperparameter settings 

were carefully fine-tuned, and the selected values 

are presented in Table 2. The table presents a 

comprehensive overview of the determined 

hyperparameters, facilitating the fine-tuning of the 

model for enhanced performance and effective 

learning during training. These hyperparameter 

settings are essential in ensuring that the model's 

behavior aligns with the specific requirements of the 

task, producing reliable and accurate results. 

Table 2 presents the hyperparameters 

utilized in our study, encompassing various 

essential aspects of the model configuration. The 

hyperparameters include the number of epochs, 

batch size, loss function, activation function, 

learning rate, CNN activation function, filter size, 
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kernel size, dropout rate, training approach, and 

optimizer. The number of epochs represents the 

frequency with which the training dataset is used 

during the training process. Batch size, however, 

denotes the number of samples fed into the model at 

once for each iteration.  

The loss function measures the discrepancy 

between predicted and actual sentiment labels. The 

activation function generates a probability 

distribution over the output classes, enabling the 

model to make effective predictions. 

 

Table 2. Hyperparameters settings for the applied CNN model 

Hyperparameters  Properties 

Number of epochs 
 BERTM ELMo Word2Vec GloVe 

48 53 29 25 
 

Batch size  256 

Loss function  Categorical Cross-entropy 

Activation functions  Softmax 

Learning rate  0.0001 

Activation function of CNNs  RelU 

Filter size of CNN1  50 

Filter size of CNN2  100 

Filter size of CNN3  200 

Kernel size of CNNs  3 

Dropout of CNNs  0.2 

Train Approach  Cross-validation 

Optimizer  Adam 

Meanwhile, the learning rate governs the 

step size during the optimization process, impacting 

the convergence and stability of the model. 

Additionally, the CNN activation function applies 

explicitly to the convolutional layer, enhancing the 

feature extraction capability of the model.  

The CNN filter size determines the number 

of filters employed in the convolutional layer, while 

the kernel size indicates the dimensions of the 

kernel used in the convolutional layer. A dropout 

technique is employed to prevent overfitting, 

reducing the likelihood of the model relying too 

heavily on specific features during training. 

Furthermore, our training approach involves cross-

validation, ensuring our results' reliability and 

generalization. As for optimization, the Adam 

optimizer is employed, aiding in the efficient 

convergence of the model during the training 

process. 

 

4.2. Experimental Results with Performance 

Comparison 

 

The learning curves serve as essential diagnostic 

tools for evaluating the model’s convergence and 

identifying potential issues such as overfitting or 

underfitting. They provide a comprehensive 

understanding of the model’s behavior during 

training, enabling researchers to fine-tune the 

hyperparameters and optimize the model’s 

performance. 

Figure 2 displays the learning curves of the 

training and validation phases, utilizing BERTM as 

the word representation model. These learning 

curves provide valuable insights into the model's 

performance over time, allowing a comprehensive 

assessment of its convergence and generalization 

capabilities. Similarly, Figure 3 visually represents 

the learning curves for training and validation, 

showing the model's behavior when employing 

ELMo as the word representation model. Likewise, 

Figure 4 showcases the learning curves for training 

and validation using Word2Vec, presenting a 

detailed advancement of the model’s performance 

throughout the training process. Lastly, Figure 5 

displays the learning curves for GloVe as the word 

representation model, facilitating a thorough 

comparison of its performance during the training 

and validation phases.  

Table 3 presents the performance results of 

SA classification approaches developed using 

SLMs and CLMs according to various metrics. The 

values indicate the performance quality of each 

model according to the experimental studies 

performed.

 

 



K. M. Karaoğlan, K. Mohamad / BEU Fen Bilimleri Dergisi 12 (3), 712-724, 2023 

719 
 

Table 3. Performance metrics results of approaches developed according to SLMs and CLMs 

Metrics BERTM ELMo Word2Vec GloVe 

Accuracy 0.82 0.80 0.75 0.78 

Precision 0.82 0.79 0.72 0.76 

Recall 0.81 0.80 0.75 0.78 

F1-score 0.81 0.79 0.73 0.77 

 

 

Figure 2. Learning curves of training and validation of SA with the BERTM 

 

 

Figure 3. Learning curves of training and validation of SA with the ELMo model 
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Figure 4. Learning curves of training and validation of SA with the Word2Vec model 

 

 

Figure 5. Learning curves of training and validation of SA with the GloVe model 

 

Figure 6 illustrates the ROC curve plots 

obtained for each neural-based language model, 

presenting a more precise and comprehensive 

evaluation of the performance quality in the 

experimental studies. The ROC curves showcase 

the model's ability to discriminate between different  

sentiment classes, allowing for a visual comparison 

of their respective classification performances. 

 
5. Discussion and Results 

 
This section presents our understanding of the 

performance of both SLMs and CLMs. It describes 

the challenges the proposed SA approaches face in 

attempting to classify more than just positive or 

negative categories. 
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Figure 6. ROC curve plots showing the classification performance of the applied language models. 

 

Based on the ROC curves, it is evident that 

categorizing classes with ratings of 1 (unsatisfied), 

2 (neutral), and 3 (satisfied) poses a significant 

challenge. Their classification accuracy is lower 

compared to categories with ratings of 0 (very 

unsatisfied) and 4 (very satisfied). On the other 

hand, classes belonging to categories 0 and 4 are 

easily classified with higher accuracy. 

The study reveals that BERTM outperforms 

other commonly utilized language models with 

remarkable accuracy and recall values of 0.82. 

Additionally, when ELMo is employed as the 

language model, elevated levels of accuracy are 

achieved. Fundamentally, higher accuracy and 

performance are attained by utilizing CLMs instead 

of SLMs. However, classifying feelings into 

multiple classes, as in our case with five classes, 

presents challenges due to the closeness in meaning 

and confusion between emotions. For instance, 

classes classified as 2 and 3 exhibit similarities in 

feelings and opinions, making their differentiation 

difficult. The same issue applies between classes 

with a classification of 1 and 2, as evident from all  

 

the ROC curves in Figure 6. Regarding 

hyperparameters, several settings were 

experimented with during the training of the CNN 

model before obtaining the result. Instances of 

decreased accuracy were observed when the number 

of training epochs was set to 10. 

Selecting the appropriate number of epochs 

is a crucial and meticulous task in training Deep 

Learning models. In our proposed model, we 

initially selected an epoch of 60, and then, for each 

language model, we carefully determined the 

suitable epoch number by observing the learning 

rate curves. Ultimately, the last suitable epoch 

number was determined through experimentation, 

as presented in Table 3. Through our 

experimentation, we observed that using GloVe as 

the language model, an overfitting problem occurs 

when the number of epochs exceeds 25. Similarly, 

when using Word2Vec, an overfitting problem 

arises when the number of epochs exceeds 29. For 

BERTM, the critical threshold is 48 epochs, beyond 

which overfitting becomes a concern. Lastly, when 
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utilizing ELMo, an overfitting problem occurs when 

the number of epochs exceeds 53. 

Based on the findings of the experimental 

study, it has been observed that neural network-

based word representation models, such as SLMs, 

exhibit limited precision in considering the specific 

context of words. In contrast, contemporary pre-

trained approaches like CLMs demonstrate the 

ability to generate distinctive vector representations 

that can encompass a greater number of features by 

incorporating the context of a word within its 

originating sentence. Consequently, CLMs have the 

capacity to capture the intricate nuances of a word's 

meaning within its particular context. This implies 

that the rich vectors produced by CLMs outperform 

those of SLMs. 

 

6. Conclusion 

 

This paper proposes high-performance SA 

approaches in which Deep Learning and pre-trained 

sentence representation models are applied. In these 

approaches, four state-of-the-art pre-trained models 

are used to represent the input text data, including 

BERTM, ELMo as CLM, and Word2Vec and 

GloVe as SLM.  

In conclusion, it was demonstrated that the 

semantic meaning and context of words in the text 

can be effectively captured, and the performance of 

SA systems can be improved by utilizing Deep 

Learning architectures in conjunction with language 

models. The superiority of modern language models 

like BERTM and ELMo over traditional word 

embeddings as SLMs was established in this study, 

as evidenced by their higher accuracy and superior 

performance in the task. Furthermore, the 

investigation highlighted the significance of 

hyperparameters in influencing model accuracy. 

Overall, the limitations of SA across multiple 

categories were underscored, emphasizing the 

advantages of employing CLMs that consider the 

specific context in which a word is employed. 

Furthermore, this study has shown that the 

performance of language models with different 

architectures and training sets significantly affects 

the classification operations when contextualizing 

input texts and vectorizing them according to a 

semantic and distributed space. It is also essential 

that the features stored in the semantic vectors 

transformed from texts are not lost and that their 

valuable aspects are strengthened and included in 

the learning algorithms. In this context, the 

performance of the CNN model as a classifier is 

evaluated in this study. Although the classification 

model proposed in this study offers high 

performance, it is thought that with Deep Learning 

models with attention mechanisms and advanced 

CNN architectures to be developed by considering 

fine-tuning optimizations, high applicability, and 

higher performance results can be obtained. 

In the future, we plan to use our experience 

in this study to test the classification performance of 

the attention-learning models on state-of-the-art 

pre-trained language models, as well as to increase 

the resolution of feature extraction by combining 

the contextual vectors obtained from language 

models. In addition to the above, we also plan to 

classify the semantic vectors in SA by vectorizing 

them with different data types (e.g. audio, video, 

and text). 
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